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Abstract. Video-Text Pre-training (VTP) aims to learn transferable
representations for various downstream tasks from large-scale web videos.
To date, almost all existing VTP methods are limited to retrieval-based
downstream tasks, e.g., video retrieval, whereas their transfer poten-
tials on localization-based tasks, e.g., temporal grounding, are under-
explored. In this paper, we experimentally analyze and demonstrate the
incompatibility of current VTP methods with localization tasks, and
propose a novel Localization-oriented Video-Text Pre-training frame-
work, dubbed as LocVTP. Specifically, we perform the fine-grained con-
trastive alignment as a complement to the coarse-grained one by a clip-
word correspondence discovery scheme. To further enhance the temporal
reasoning ability of the learned feature, we propose a context projection
head and a temporal aware contrastive loss to perceive the contextual
relationships. Extensive experiments on four downstream tasks across
six datasets demonstrate that our LocVTP achieves state-of-the-art per-
formance on both retrieval-based and localization-based tasks. Further-
more, we conduct comprehensive ablation studies and thorough analyses
to explore the optimum model designs and training strategies. Codes are
available at https://github.com/mengcaopku/LocVTP.

1 Introduction

Video-Text Pre-training (VTP) [49,39,31,30,26,4,67,54] has attracted increasing
attention with the aim to learn generic and transferable joint video-language
(VL) representations. Compared to the conventional separate pre-training on
each single modality, e.g., video features are pre-trained under the action recog-
nition datasets (Kinetics [23], Sport1M [22]), VTP has several advantages: 1) It
leverages large-scale unlabeled narrated video data with automatically generated
corresponding text data for video-text correspondence pre-training. 2) It tries
to map different modality features into a shared latent space, which reduces the
difficulties of the cross-modal feature interaction. Thanks to these advantages,
VTP has significantly improved the performance of many downstream VL tasks.
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Fig. 1: (a) Video retrieval and temporal grounding performance using di�er-
ent pre-trained features. Sep.Pre. means separately pre-training, i .e., the video en-
coder supervisedly pre-trained on Kinetics [23] and text encoder taken from BERT [12].
MIL-NCEand our LocVTPare VTP methods pre-trained on HowTo100M [39]. For video
retrieval, we use COOT [16] as the downstream method and evaluate on YouCook2 [75]
dataset with R@5. For temporal grounding, we take 2D-TAN [74] as the downstream
method and evaluate on ActivityNet Captions [24] dataset with R@1, IoU=0.5. (b)
Retrieval-based and localization-based downstream tasks. We take video re-
trieval and temporal grounding as typical examples, respectively. The former needs
video-level classi�cation while the latter requires clip-level or frame-level localization.

For example, as illustrated in [16], the video retrieval performance using features
pre-trained with the VTP method MIL-NCE[38] is much higher than that using
separately pre-trained way (cf. Fig. 1a (left)).

Despite their encouraging performance, we �nd that most current VTP meth-
ods are applicable to limited downstream tasks,i.e., they focus onretrieval-based
tasks which require video-level predictions,e.g., video retrieval [64], video cap-
tioning [45], and video question answering [21]. In contrast, there exists another
mainstream localization-basedtasks which expect more �ne-grained clip-level or
frame-level predictions,e.g., temporal grounding [15], action segmentation [51],
action step localization [77] (cf. Fig. 1b). Unfortunately, through experiments,
we �nd their poor generalization abilities on this type of downstream tasks. For
example, on temporal grounding, even pre-trained with a much larger dataset
HowTo100M [39], the VTP method MIL-NCEstill performs worse than the sep-
arately pre-trained counterpart (cf. Fig 1a (right)).

In this paper, we analyze that this poor transfer ability on localization-based
tasks is due to the absence of two indispensable characteristics:1) Fine-grained
alignment : We contend that the alignment should be conducted on more�ne-
grained clip-word level instead of the coarse-grained video-sentence4 level. As
the temporal grounding example shown in Fig. 2, a given query sentence may
contain multiple actions (e.g., \ hit the golf ball " ( qs1) and \ bend down to
pick up the ball " ( qs2)). Thus, aligning each action (or words) to the corre-
sponding clips (i.e., vt 1 and vt 2) will help to obtain more detailed and accurate
feature representations.2) Temporal relation reasoning : We hope the clip
features of a certain action can also perceive other actions in the same video.
For example, for a typical golf video, action qs2 (\ bend down to pick up the

4 Here we use \sentence" to represent the whole paired text for each video, such as
the ASR in HowTo100M [39] or query language in ActivityNet Caption [24].
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